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0.1 Discuss the reason of congestion in a network. What are the possible techniques to control congestion in network?
Also discuss Leaky Buket alogorithm in detail.
Answer
As Internet can be considered as a Queue of packets, where transmitting nodes are constantly addmg packets and some
of them (receiving nodes) are removing packets from the queuve, So, consider a situation where too many packets are
present in this quewe (or intemet or a pant of internet), such that constantly transmitting nodes are pouring packets at a
higher rate than receiving nodes are removing them. This degrades the performance, and such a sitaation is termed as
Congestion.
Caises of o LTIl
Congestion can occur due to several reasons, For example, if all of a sudden a stream of packets arrive on several mput
lines and need 1o be out on the same output e, then a long queue will be build up for that cutput. If there is insufficient
memory le hold these packets, then packets will be lost {dropped).
| Slow processors also cause Congestion. I the router CPU s slow at performing the task required for them (Quening
buffers, updating tables, reporting any exceptions ete.), queue can build up even if there is excess of line capacity.
Similarly, Low Bandwidth lines can also cause congestion, Upgrading lines but not changing slow processors, or vice-
.u:rﬁu. often helps a little; these can just shifi the bottleneck to some other point. The real problem is the mismatch
between different parts of the system.
Congestion tends to feed upon itself to get even worse, Routers respond to overloading by dropping packets. When these
packets contain TCP segments, the segments don't reach their destination, and they are therefore left unacknowledged,
which eventually leads to timeout and retransmission. So, the major cause of congestion is often the bursty nature of
traffie, If the hosts could be made to transmit at a uniform rate, then congestion problem will be less common and all
other causes will not even led to congestion because other causes just sct as an enzyme which boosts up the congestion
when the traffic is bursty (i.e., other causes just add on to make the problem more serfous, main cause is the bursty
traffic).
tion comtred fec
| Congestion control refers to the mechanisms and techniques wsed to control congestion and keep the traffic below the
capacity of the network, As shown in Fig, 7.5.2, the congestion control technigues can be broadly classified rwo broad
calegories:
= Open loop: Protocols to prevent or avoid congestion, ensuring that the system (or network under consideration) never
enters a Congested State,
* Close loap: Protocols that allow system to enter congested state, detect it. and remowve it.
Consider a Bucket with a small hole at the bottom, whatever may be the rate of water pouring into the bucket, the rate at
which water comes out from that small hole is constant, This scenario is depicted in figure . Once the bucket is full, any
.'.nd-;li.timnl water entering it spills over the sides and is lost {i.e. it doesn't appear in the output stream through the hole
uinderseath). The same idea of leaky bucker can be applied to packets, as shown in Fig. i

billow sy 4
Hie bty

e
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|_L'::|11¢:Ep[l'|a."1-' each network interfoce coniains a leaky bucket. And the following steps ane performed:
« When the host has to send a packet, the packet is thrown into the bucket
« The bucket leaks at a constant rate, meaning the network interface transmits packets at a constant rate.
» Bursty traffic is converted 10 a uniform traffic by the leaky bucket
« In practice the bucket is a finite quepe that outputs ata finite rate.

This arrangement can be simulated in the operating system oF can be buill into the hardware. implementation of this
algorithm is casy and consists of a finite queve. Whenever a packet arrives, if there s room in the queue it is queued up
and if there is no room then the packet is discarded.

.1 What da you understand by routing? What do you understand by routing? The network shown in Figurenses a Link
state Routing protocol. Construc a Shoriest Path Tree for node A, using Dijkstra’s algorithm.
{1-+4)

o

4

| Routing is the st of moving information across an inter-network from o spurce toa destination. Along the way, ai least

one intermediate node typically 15 encountered. Tt's also referred to as the process of choosing a path over which 1o send

the packets. Routing s often contrasted with bridging, which might seem to accomplish precisely the same thing to the

casual observer, The primary difference hetween the two is that bridging occurs at Layer 2 {the data link layer) of the

081 reference model, whereas routing ocours at Layer 3 (the network layer), This distinction pro ides routing and

bridging with different infarmation io use in the process of moving information from source 1o destination, so the two

functions accomplish their tasks in different ways. The roufing algorithm is the part of the network layer softwane
responsible for deciding which output line an incoming packet should be wransmitted on, i.e. what should be the next

| intermediate node for the packet. Routing protocols use metrics 10 evaluate what path will be the best for a packet 10
sravel. A metric is a standard of measurement, such as path bandwidih, relinbility, delay, current load on that path etc; |
that is used by rooting algorithms 1o determine the optimal path to a destination. To aid the process of path

| determination, routing algorithms initialize and maintain routing tables, which contain route information. Route

| information varies depending on the routing algorithm used. Routing algorithms fill ronting tables with o variely of '.

information. Mainly Destination/MNext hop associations tell 8 router that a particular destination can be reached optimally

by sending the packet to a particular node representing she "next hop” on the way to the final destination. When a router

receives an incoming packet, it checks the destination address and atempts 1o associate this address with a next hop.

Gome of the routing algorithm alkows a router 1o have multiple “next hop” for a single destination depending upon best

with regard to different metrics. For example, let's say router B2 is be best next hop for destination “D7, if path length is

considered as the metric; while Router B3 is the best for the same destination if delay is considered as the metric for

making the rouling decision. Routing algorithms can be classified based on the following criteria:

« Static versus Adaptive

= Single-path versus multi-path

« |ntra-domain versus inter-domain

= Flat versus hierarchical

« Link-state versus distance veclor

« Host-intelligent versus router-intelligent

Since we are using a Link State protocol, we need to apply Dijkstra’s algorithm 10 solve

the shortest path problem:
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Iter | M B o (B E ¥
1 A 2AB|1 AC | oo - s o0
2 AC 2AB|1AC |4 ACD |3 ACE | 6 ACF
3 ACE 2AB |1 AC [4 ACD | 3 ACE | 6 ACF
4 ACBE 2AB|1AC |4 ACD |3 ACE | 6 ACF
5 ACBED |2 AB |1 AC |4 ACD | 3 ACE | 5 ACDF
b ACBEDF |2 AB |1 AC |4 ACD | 3 ACE | 5 ACDF
| 22 Suppose original [P Datagram shown below is moving in network.
Original IP Datagram
Total DF MF Fragment
@ | Sequence | ldentifier | | ongth | May] Dont|Last/ More| Offset
0 348 5140 0 0 0

When it s
pass on the Ethernet network (MTU=13500 bytes). Find out the no of fragments and respective offset values because of
Ethernet network (Fragments information must be in the same format as original datagram)

Answier

IP Fragments (Ethernet)

Sequence | Identfer | | oo, | way ( Domt| Last! More| ' ORset
00 345 1600 0 1 0
041 345 1600 0 1 185
02 345 1600 0 1 370
e 346 700 0 0 555
OR

(2.2 Describe IPV4 packer header fonmat,
= THL: Internet Header Length; Length of entire [P header,

* Total Length: Length of entire [P Packet (including IP header and IP Payload).
* Fragment Offset: This offset tells the exact position of the fragment in the original 1P Packet.

» Header Checksum: This field is used 1o keep checksum value of entire header which is then used to check if
the packet is received ermor-free.
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1Pvd IPvb
Thia hdreys Space 5 12 ety fi dpace 10 bt
The lerngth of header is 20 bytes The length of hesder is 40°

i bvkes for each addets Inthe bheader 145 brbung, fo36 macl bideekin e Hedds

CRecksuim [, used D megibhre Sl rplhe 1 ke et Rt At B0 i hezder at #4101

'S

R reiinred i= ihE 1 b ader e ot v ry frucal

Interhnt Protacol Security (IPSec) with repect to | intarnet Protacal Secuity (1Psec) With respect to
network security is optional . 'ﬁm@m-ﬁm

ho wenmficion 1o-the packed fiow Thi Heva el Tkt cm Pl bisadder peat ERGR 1grsfring

.'J.i-."f.." A Sreel Quiete Lo D01 [ERSEIant NS fEnening

{Lnck of Dot hendiingl

Thoe Fargmentation s dane both by sending host | Thie frementation is done both by sending hoost;
andl routers | there s no role of the routers,
i identiBoation to- i pgcrmeat Thw Tl ma: el 1ot e (e headen portion Jde mithiey e

i ol S Dandl gl it st Thevew el S IreC T o DR it eieat Tl handlieg)

Gllents danot hive 10 approach any such server as

Clignts have agproach Dynamic Host Configuration | chents do

sierver (DHCS) whenever they connect to an network,

(3.3 Explain sub netting in network. 3 Explain sub netting in network. A company is granted a site address 201.70.64.0.
The company needs Six subnets. Design the subnets.
Answer

A subnet allows the flow of network traffic between hosts to be segregated based cn a network configuration. By
oranizing hosts into logical groups, subnetting can improve ngtwork security and performance.

Subnetting in Practice

Submnetting works by applying the concept of extended network addresses to individual computer (and other network
device) addresses. An extended network address includes both a <he=network address</b= and additional bits that
represent the <b=subnet number</h=, Together, these two data elements support a two-level addressing scheme
recognized by standard implementations of [P

The network address and subnet number, when combined with the <h>host address</li, therefore support a three-level
scheme,

Congider the following real-world example, A small business plans 1o use the 192.168.1.0 network for its internal
(intranet) hosts, The human resources department wants their computers ta be on a restricted part of this network
hecause they store payroll information and other sensitive emplovee data. But because this is a Class C network. the
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default subnet mask of 255,255 .255.0 allows all computers on the network to be peers (1o send messages directly to each
ather] by default,

The lirst four bits of [92.168.1.0 -

AN

phace this network in the Class C range and also fix the length of the network address at 24 bits, To subnet this network,
more than 24 bits must be set to '1' on the left side of the subnet mask, For instance, the 25-hit
mask 255,255,255, 128 creates a two-subnet network as shown in Table |,

or every additional bit set 1o *1' in the mask, another bit becomes available in the subnet number o index additional
subniets. A two-bit subnet number can support up 1o four subnets. 3 three-bit number supports up to eight subnets, and so
o,
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‘e BN algorinm's running tme by
identifying its behavior as the input size for the algorithm increases. This is also known as an
algorithm's growth rate.

Big-0O notation:
Big-0, commonly written as O, is an Asymptotic Notation for the worst case, or ceiling of
growth for a given function. It provides us with an asymptotic upper bound for the growth rate
of runtime of an algorithm. Say f{n) is your algorithm runtime, and g(n) is an arbitrary time
complexity you are trying to relate to your algorithm. f{n) is O{g(n)), if for some real constants ¢
{e = 0) and np, fin} <= ¢ g(n) for every input size n (n > ng).

o+ S

&

For example, for a function f{n)

Ofin)) = { g{n]': there exists ¢ > 0 and ng such that fin) < c.gin) for all n > ny. }

Big-Omega (£X) notation:

Big-Omega, commonly written as £, is an Asymptotic Notation for the best case, or a floor

growth rate for a given function, It provides us with an asymptotic lower bound for the growth

raie of runtime of an algorithm,

. fin) is L{g(n)), if for some real constants ¢ (c > 0) and ng (ng > 0), fin) is >= ¢ o(n) for every
input size n (n > ng).

The as_:n.rn]plnli-: growth rates provided by big-O and big-omega notation may or may not be

asymptotically tight, Thus we use small-o and small-omega notation to denote bounds that are

nol asymptotically tight.

For example, for a function f{n)
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Small-o notation:

size n (n> ng).

fin) < ¢ gn) holds for all constants ¢ > 0.

Small-omega notation:

size n {n > ng).

fin) = ¢ g{n} holds for all constants ¢ > 0.
Theta (&) notation:
bound on the growth rate of runtime of an algorithm,

< ¢ g(n) for every input size n (n > ny),

use for general algorithm time complexity,

3

B{Finy = { gin) if and only if gin) = O{fin)) and ain)

OLF(N)) 2 { @(n) : there exists c 5 & ang My such that gin) £ c.f(n) for all n » ng, ]

Small-o, commonly written as o, is an Asymptotic Notation to denote the upper bound (that is
not asymptotically tight) on the growth rate of runtime of an algorithm,
fin) is ofg(n)), if for some real constants ¢ {e > 0 and ng (ng > 0), fin) is < gln) for every input

The definitions of O-notation and o-notation are similar.
O{g(n}), the bound fin) <= g(n) holds for some constant € > [, but in fin} = o{g(n)}, the bound

Small-omega, commenly written as e, is an Asympiotic Notation to denote the lower bound ..
(that is not asymptotically tight) on the growth rate of runtime of an algorithm.
f{n) is wig(n)), if for some real constants ¢ (¢ > 0) and ng (ng > 00, fin) is > ¢ g(n) for every input

The definitions of (-notation and w-notation are similar. The main difference is that in fin) =
(¥ g(n)), the bound fin) >= g(n) holds for some constant ¢ =0, but in f{n) = w{g(n)), the bound

Theta, commonly written as @, is an Asymptotic Notation to denote the asymptotically tight
f{n} is @(g(n)), if for some real constants cl,e2and ng (el > 0,¢2> 0, ng > U), el gin}is < fn)is

“ fin) iz &(g(n)) implies fin) is Ofgin)) as well as fin} is Q(gin)).
Feel free to head over to additional resources for examples on this. Big-O is the primary notation

The main difference is that in fin) =

= 0{f(n)) for all 1 > ny, }
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Q1: Explain different feature of Java that are supported by OUF's principle with examples, (4)

Simple
Object-Oriented
Portable
Platform independent
Secursd
Robast
Architecture nentral
Drynamic
Interpreted

. High Performance

11. Multithreaded

12, Dhstributed

ALl e Rl el

©

=
=

Q.1. Explain the working of Java virtual machine. What is the significance of Java byte code in the Java programming
Janguage. ()
Working of J¥M

TWM (Java Virtual Machine) is an abstract machine. It is a specification that provides runtime environment in which
java bytecode can be executed.

1) Classloader

Classloader is & subsystem of 1VM that is used to load class files,
11 Class{Method) Area |
. C'lass{ Method) Area stores per-class structures such as the runtime constant pool, field and method data, the code for

imetliods.

3y Heap

It is the runtime data area in which objects are allocated

4} Smack
Tava Stack stores frames. It holds local variables and pantial results, and plays a part in method invocation and return.

Each thread has a private JVM stack, created ai the same time as thread,

A new frame is created cach time a method is invoked. A frame is destroyed when its method invocation completes. |

5) Program Counter Register

PC {program counter} register. [t contains the address of the Java vintual machine instruction currently being exccuted.

&) Mative Method Stack

Page No. ...
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It contains all the native methods used in the application.

7) Execution Engine .
It contains: '

11 A virtual processor
2) Interpreter: Read bytecode stream then execute the instructions,

3) Just-In-Time(JIT) compiler: It is used to improve the performance JIT compiles parts of the byte code that have
similar functionality at the same time, and hence reduces the amount of time needed for compilation.Here the term

Ycompiler? refers to a translator from the instruction set of a Java virtual machine (JVM) 10 the instruction set of a
specific CPLL

Bytecodes are the machine language of the Java virtual machine. When & JWVM loads a class file, it gets one stream of
bytecodes for each method in the class. The bytecodes streams are stored in the method area of the JVM. The hytecodes
for a method are executed when that method is invoked during the course of rumming the program. They can be
executed by intepretation, just-in-time compiling, or any other technigue that was chosen by the designer of a particular
A

In Java the compiler Javae converts your java file to bytecode under .class file and then the Interpreter built under JYM
converts this byteCode T machine code required o thiat Machine
Bytecode is a portable form of executable code. Bytecode is platform independent

Constructors are used to initialize the object’s state. Like methods, a constructor also contains collection of
statements(i.e. instructions) that are executed ai time of Ohject creation.

| (.2, What do you mean by the constructor im JAVA. Also explain different manner of constructor chaining in Java.(4)

Consiruciors are used b Initislize the object's stale Like methods, a constructor alss contans collection of statements(i.e.
instructions) that are executed al lime of Object creafion.

There are two tvpe of constructor in Java:

I No-arpument constructor: A constructor that has no pammeter s known as default constructor. If we don'i
define a constructor in a class, then compiler ereates default constructor{with ao arguments) for the class. And
if we write a constructor with arguments or po-argument then compiler does nol create default constructor.
Default constructor provides the default values to the ohject like 0, null ete. depending on the type.

' &

¢! Java Program to iflustrate calling a

i po=argument consirucior

import java.io.*;

class Geck

1
inf mm
String name;

i this would be invoked while ohject
/i of that class crented,
Cizek()
i
Syatem.out. println "Constructor called™);

'
! :
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Glazs GFG
i
public static void main {(String[] args)
I
A this would invoke default construcior,

Geek geek| = new Geek(),

/i Default constructor provides the defaull
1 walues to the object like 0, null

Svstem.outprintingeek | name ;
System.out.println{geck | num};

i

3. Runoon [DE

4, Quiput:

%, Constrector called
6. null

31

8. Parameterized Constructor: A constructor that has parameters is known as parameterized constructor. 1f we !
want to initialize fields of the class with vour own values, then use parameterized constructor. [
4 Java Program to illustrate calling of
/! parameterized constructor.
import java.io.*;

class Geek

I
/! data members of the class,
String name;
it id;

/' contructor would initialized data members
4 with the values of passed arguments while
Il object of that class created.
Greek( String name, it id)
I
thiz mame = fime;
this.id = id;
t
i

class GFG

i
public satic void main (String[] args)

{7 this would invoke parameterized constructor.

Gock peck | = new Geek("adam”, 1)

Svystem.out. primtlnd “GeekMName " + geek ] name +
" and Geekld :® + geek1.id);
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Constructor Chaining :

" Within same class; It can be done using this() keyword for constructors in same class

. From hase class: by using super(} keyword to call constructor from the base class,
Constructor chaining occurs through inheritance. A sub class consiructor’s task is to call super class’s constructor first.
This ensures that ereation of sub class’s object starts with the initialization of the data members of the super class. There

could be any numbers of classes in mheritance chain

/! Jawn program to illustrate Constructor Chaining
/! within same class Using this() keyword
class Temp

i
/¥ default constructor |

f default eonstructor will call ancther constrocior
. {f using this kevword from same ¢lass
Tempd)

I
! calls constructor 2

this{3);
System.outprintln{"The Default constructor”);
i

| parameterized constructor 2
Tempdint x}
i
{f calls constructor 3
ihis(5. §5):
System.out. printinx)
|

/I parameterized constructor 3
Tempiint x, il ¥)

®
System.out.printinfx * ¥},
H

| public static void main(String args{|)
(

M invokes default constructor first
neww Tempd )
}

}
Run on IDE

Chutput:

The Default constructor
5
75

(3.2, How objects are used as parameter in Java. Explain using an appropriate example (4)

class Rectangle |

Page No. 4'-
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int bength:
int width;

Rectangle(int |, int b) §
length = 1.
width = h;

vioidd aresl Rectanglerl) |
q int areaCfRectangle = rl length * rl.width:
System out.printlnd ™ Area of Reclangle ;"
+ arealHRectangle ),

class RectangleDeme |

public statie void mainiString argsf |1 |
Rectungle rl = new Rectangle [0, 20}

rl.areairlj;

Crutput of the program ;

Area of Rectangle : 200
l.  We can pass Object of any class as parameter (o a method in java.
2. We can access the instance variables of the object passed inside the called method

(1.3, Describe the overloading and overniding method in JAVA(4) y
Overioading allows dilferent methods to have same name, but different signatures where signature can differ by number |
of input parameters or type of input parameters or both, Overloading is related to compile time (or static) polymorphism. |

| ff Java program to demonstrate working of method
i overloading in Java,

public class Sum {

i Overloaded sumi ). This sum takes two int parameters

public int sumiing %, it v) | |
return (x + vk

i

I Overloaded sum(). This sum takes three inl parameters
Page No. &




Swami Keshvanand Institute of Technology, Management &Gramothan,
Ramnagaria, Jagatpura, Jaipur-302017

Question Paper Solution

Branch : IT Semester V|  Subject: JAVA  Mid Term: |
Submitted By :Shubhra Saxena

public int sum(int x, int y. int 2) {
return {x + % + z)

i Owerloaded sum(). This sum takes two double parameters
public double sumidouble x, double v) {

peturn {x + ¥l
|

{f Driver code
public static void main(String args(]) |
Sum s = new Sumil;
System out.printings sumd 10, 20});
System out printhn{ssumd 10, 20, 307}
q System.out.printins.sumd 105, 20.57)
)

Method Overriding;

If subclass {child class) has the same method as declared in the parent ¢lass, it is known as method overriding in juva.

l. In other words, If subclass provides the specific implementation of the method that has been provided by one of its
| parent class, it is known as method overriding,

class Bank {
int getRateO nterest(} return 0}

class SBI extends Bank |
int getRateOfInterest( )] return 5.}
i

chass IC1C] extends Bank |
int petRateCInterest) | retarn 75}

class AXIS extends Bank(
int getRatcOfinteresti [ return Y}
i

class Test2 |

public statie void main{String args[])]

SBI s=new SBI L

ICICT i=new ICICIY

AXIS a=mew AXIS();

System.out println(™SB1 Rate of Inferest: "+s. getRateOfinterest{ ),
System.out_printn("1CICH Rate of Interest: “+i.getRateOfInterest{));
System.out.printin{"AXIS Rate of Interest: “+a.getRateOfInterest{ )
]

;

elass Bank | |
int getRateOflnterest( }{return ;] |
1
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class SB] extends Bank |
int getRateOfInterest() | return §;)
!

class ICICI extends Bank |

int getRateOfInterest(){return 7.
i

clazs AXIS extends Bank{

imt petRateOflnteresti ) {return L

!

class Tesi2 |
public static void main(String args[1)
. SRl s=new SBI()

ICICT i=new ICKCI();
AXIS a=new AXIS(E
System.oul.printin{"SBI Rate of Interest: "+s.getRateOfInterest())
System.oul. printin"IC1C] Rate of Interest: "+i.petRateOfnterest] )).
System.outprintin{" AXIS Rate of Interest: "+a.getRateOfIntercst]);
i
|

{33, How can you implement one dimensional and multidimensional array in JAVA . Also give an example.{4]

There are two types of armay.

o Single Dimensional Array
5 Multidimensional Array

Example of single dimensional java array
. Let's see the simple example of java array, where we are going to declare, instantiate, initialize and traverse an aray.

class Testarray |
public static void main(Sining argsi ]

int a[J=new int[3]/ declartion and mstantiation
a[07=1 0 initalzation

al 1 ]=20;

al2}=T70;

a[3f=40;

a4]=50;

[fprinting arry
for{int i=0;i<a.length;i++)ength 15 the property of array
System out printlniali]k

i

Multidimensional Array

i class Testarray5 |
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(i) Bitwise and Shift Operator

public statie void main{String args[ ]}
fferenting two matrices

int a[[[I={{1.3,4). (3.4.5} )

Int B[I0=1{{1.3.4}.13.4.5}

ficreating ancther marrix to store the sum of fwo malrices
int e[ |[]=new int[2]{3]);

{adding and printing addition of 2 matrices
for(int i=i<lii++)

foriint p=0; <3 ++H

efilli=alili+bli:
System.out.print{e[i][[]+" "%

i

. System. oul.printho k/new line

i

i
3.4, Write short note of any two (3)

Bitwise Operators : These operators are used to perform manipulation of individual bits of a number, They can be used
with any of the integer types, They are used when performing update and query operations of Binary indexed tree

. & , Bitwise AND operator: returns bit by bit AND of input values,

. |  Bitwise OR operator: returns bit by bit OR of inpul values,

. A, Bitwise XOR operator: returns hit by bit XOR of input values.

. ~ , Bitwise Complement Operator: This is a unary operater which returns the one's compliment represeniation

of the input

Java program 1o illustrate

| ! bitwise operators

public class opérators
|
public static void maini String[] args)

f

int a = Ox0003;
int b = Ox(D07;

{ bitwise and
HAOTO1 & 0L11=01071
System out.println{“afb =~ +(a & b))

i bitwise and
AOL0T0111=0111
System.out.println"ajb ="+ (a | b))

i bitwise Xor
HA0107 A0 1=0010
Svstem.out.printin{"a®h ="+ (a " b))

 Bitwise and
i -0101=1010
System.out_printn{"~a = * + -a)
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I can also be combined with assignment erator 1o provide
shorthand
M assignment
Il =n&b
ad=h
System.out.println(a= "+ a)
!

K
 Runon IDE
s Ouipui :

8 pkbh=35

s glb="7

. s gh=2

B =g =ah

s =5

Shift Operators :These operators are used to shift the bits of a number left or right thereby multiplying or dividing the
number by two respectively, They can be used when we have to multiply or divide a number by two. General formal-

sumber shift_op number_of ' places_to_shift;

<< , Left shift operator: shifts the bits of the number to the left and flls 0 on voids left as a result. Simitar'
effect as of multiplying the number with some power of two.

. == , Sigmed Right shifl operator: shifis the hits of the number (o the right and fills 0 on woids left as a result.
The leftmast bit depends on the sign of initial number, Similar effect as of dividing the number with some power
af two,

.. . >=> . Unsigned Right shift operator: <hifts the bits of the number to the right and fills O on voids left as a
resull, The leftmost bit is sat to 0.
i Java program 10 iflustrate
{f shaft operators
public class operators
\
public static void maind String[] args)
I

int it = [hii3;
int h==10;

! left shift operator

i 0000 0101<<2 =0001 B100{20)

M similar to 3*{2"2)
System.out.println("a<<2 = " +{a == 2));

/¥ right shift operator

M 0000 0101 == 2 =0000 G001(1)

{f similar to 5/(2°2)

L System.out printhn("a>=2 = " + (a >> 1)

Page Mo, q
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/f unsigned right shift operator
System.outprintln( "b>>>2 ="+ (b >>> )

H
Fun on 1DE

Catput :
pl=1
h=>=2 = 1073741821

{11} Super

The super keyword in java is a reference variable which is used to refer inmediate parent class object.

Whenever you create the instance of subclass, an instance of parent class is created implicitly which is referred by super
reference vanable.

Lsage of java super Keywaord
1. super can be used to refer immediate parent class instance varighle.
2. super can be used 1o invoke immediate parent class method.
3. super(hcan be used to invoke im mediate parent class constructor.

1} super is used to refer immediate parent class instance viriable. |

We can use super kevword to access the data member or field of parent class, It is used if parent class and child class
have same fields.

cluss Animalf
String color="while";
]
L]
@ class Dog extends Animal{
String coler="hlack™;
vaid printColon) |
System, out.printin{color)./fprints color of Dog class
System out printin{super.color)/prints color of Animal class

i

class TestSuper] {

public stutic void main{String args[]1]
Do d=new Dog():

d.printColon();

H

| (i) Static vs Instance variable

Instance variable Vs Statie variable

. Each object will have its owm copy of instance variahle whereas We can only have one copy of a static variable
per class irespective of how many objects we creals,

. Changes made in an instance variable using one ohject will not be reflected in other objects as each object has
its own copy of instance variable. In case of static, changes will be reflected in other objects as static variables are
common o all object of a class.

. We can access instance variables through object references and Static Variables can be aecessed directly
using class name. _ ]

Page No. .10,
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{iv) Using final with Inheritance

final is & keyword In java used for restricting some functionalities. We can declare varables. methods and classes with
final keyword

We can declare final method in any subclags for which we want that if any other class extands this subclass, then it
must fallow same implementation of the method as in the that subclass.

Javs program to illustratce
A tae af £inal with imheritance

.J')' hase claas
dbatract class Shapa

i
private doukble width;

private double heights

f/ SGhape =laas parameterized constructor
public Shape(double width, double belght]
[

this.width = width;

this.haight = haight;
b

AF getWideh method is declared aa final
ff 80 any clags eutendiﬂg

A Shape cann't ocverride 1t

publlce Einal double gstWidthi)

{

®

/¢ getHelght methed is declared as final
St so any olasa extending Shape

M can nok overcide it

public final double getHelight {)

I

return width:

return helght;
B

A4 method gebtArsal] declared abstract oecauses
it vpon dits subclasses ta provida
A complete implementatiaon
abstract double gathcea (]
i

/¢ derived clasa cne
class Becbtangle extends Shaps
1
/¢ Bestangle class parameterized construccoc
public Rectangle (double widbh, dauble height)
i
ff calling Shape class constructor
super {wldth, height):

Page Mo, J.]....
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// gethrea method i overridden and declared
{4 as fimal sc any class extending
/{ Rectangle cann't override Lt
foverride
final double gathredl)
[
raturn this. getHeight {1 * this.getWigthll;

'
[

Sideelved class EWo
glags Sguare extends Shape
[
. /¢ Rectangle clags parameterized constructor
public Sgquare{double sida]
|
/# calling Shape class congtrustor
guper (aide; side);

!

/! gethrea method is overridden and declared as
| ff final so any clasa extanding
// Sgoare caénn't override it
BCwerride
final double getireal)
i
peturn this.getHelght (] * this.getWidthi):
|

ff Driver class
public class Tast
i
. public static void main|String[] args)
[
// ereating Rectangle objact
Shape Bl = naw Rectangle(ld, 20%F

M ereating Square object
Bhapa 52 = new Square{ll];

M getting width and height of sl
System.out .println("width of a1 t "4 al.getWidth ()]}
Syatem,out.println{"height of 81 : "+ al_getRaignt il

I/ getting width and height of a2
Systam.out.printin("width of 52 : "+ sl.getWidehi});
System.out.println("height of 82 @ "4 g2 cgethsight (h )i

figetting area of &l
System.out.printlndarea of 51 "p o=l getAras{] ]

frgatting area of 82
Syatem.out.printla("area of 82 1 "+ sZ.gebhreall);

Page No. .1 2.
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width of si 3 14,8
. neight of 1 1 L@
width of =2 : 3.8
height of &1 @ 189
arpa of 53 @ T86.8
area of 32 & 180.8

Example: Using Final to prevent Inheritance:
class DataVl |

final void dataValees()

5}'m-.nll.nrinﬂnt“l}ala\-’l Values" )z

'
'

class DataV2 extends DataVl]

| vl dataValoes{)

{
System.out.println{* DataV2 Values");

| public class Javaapp |

' public static vaid k] String] | args)
Data¥V2 ohj = new DataVI{):
ohj.data Values(}:

i
i

Page No. .5
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1. Explain Layered lrr:huﬁ:mr:. Policies and Mechanism of npﬂ'ntlug i}'ﬂ.ﬂlﬂ. Differentiate between
Muonolithic and Microkernel Operating-System structure.

Ans, The policies what is to be done while the mechanism specifies how it is 1o be done? For instance, the timer
construct for ensuring CPU protection is mechanism. On the other hand, the decision of how long the timer is
set for a particular user 15 a policy decision. The separation of mechanism and policy is important to provide
flexibility to a system. If the interface between mechanism and policy is well defined, the change of policy may
affect only a few parameters,

Operating-System Structure

. This structures the operating system by removing all nonessential portions of the kemel and implementing them
as system and user level programs. Generally they provide minimal process and memory management, and a
communications facility. Communication between components of the OS is provided by message passing.

1. Muonolithic

» Functionality of the OS5 is invoked with simple function calls within the kernel, which is one large
program,
» Device drivers are loaded into the running kernel and become part of the kemel.

Interactive User @Qﬁ
ﬁpplicallun @
Prugramr-

I—-—r-—r-—-——-—
. Dewice Driver Trap Table B |
Device Driver Monolithic Kernel Module

_

*Process Management
“Memory Management

; *File Management

Device Driver *Device Mgt Infrastructurne

Libraries Commands
o

2. Microkernel

This structures the aperating system by removing all nonessential portions of the kernel and implementing them
as system and user level programs.

« Generally they provide minimal process and memory management, and a communications
facility.
» Communication between components of the OSF is provided by message passing.

The hemnefits of the microkernel are as follows:

+ _Extending the operating system becomes much easier,

1
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= Any changes to the kernel tend to be fewer, since the kemel is smaller.
« The microkernel also provides more security and reliability.,

Main disadvantage is poor performance due to increased system overhead from mMEessags passing.

! Libraries

Server ! Server I | Server '
Device Drivers
l Micmokernel I

E ‘ Processon(s) I ‘Mam Me-mm:.rl | Devices I
E.

Fig. Microkernel architecture,

» Andrew Tanenbaum's Minix is an example of o microkernel system. Minix was developed primarily to
facilitate teaching graduate level operating system classes. Tanenbaum has authored several text books
and is with VA University in Amsterdam.

» Another well known microkemel system is Mach, which was developed at Carnegie Mellon University
in the mid-1980"s. Mach was used as the low-level pan of Apple 05 X,

OR
Q.1 Explain thread libraries and describe different threading issues related to threading applications in
operating system to support multithreading programming? What is Remote Method Invocation? How
does it work and also write the advantages of RMI?
Ans, Thread Libraries
Thread libraries provides programmers with API for creating and managing of threads,

Thread libranics may be implemented either in user space or in kemnel space. The user space mvolves AP
functions implemented solely within user space, with no kernel suppart. The kernel space involves system calls,

2
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and requires a kemel with thread library support.
There are three types of thread:

« POSIX Pitheads may be provided as either a user or kemel library, as an extension to the POSIX
standard,
Win32 threads are provided as a kernel-level library on Windows systems.
Java threads - Since Java generally runs on a Java Virtual Machine, the implementation of threads is
based upon whatever OS and hardware the JVM i3 running on, i.e. cither Pithcads or Win32 threads

depending on the system

Thread i an execution unit which consists of its own program counter, a stack, and a set of registers. Threads
are also known as Lightweight provesses. Threads are popular way to improve application through parallelism.
The CPU switches rapidly back and forth among the threads giving illusion that the threads are running in
parallel.

As cach thread has its own independent resource for process execution, multpile processes can be executed
parallely by inereasing number of threads.

mingls thrandsd procasa it edde d proceass

Types of Thread

There are two types of threads:

» User Threads
« Kemel Threads

User threads, are above the kemel and without kemel support. These arc the threads that application
programmers use in their programs.

Kernel threads are supported within the kernel of the OS itself. All modem OSs support kernel level threads,
allowing the kemel to perform multiple simultaneous tasks and/or to service multiple kemel system calls
simultaneously

Benefits of Multithreading
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. Responsiveness

I

2. Resource sharing, hence allowing better utilization of resources.

3. Economy, Creating and managing threads becomes casier,

4. Scalability. One thread runs on one CPU. In Multithreaded processes, threads can be distributed over a
series of processors to scale,

5. Context Switching is smooth. Context switching refers to the procedure followed by CPU to change
from one task.to another,

Multithreading Issues

1. Thread Cancellation.

Thread cancellation means terminating a thread before it has finished working. There can be two
approaches for this, one is Asynchronous cancellation, which terminates the targel thread immediately,
The other is Deferred camcellation allows the target thread to periodically check if it should be
cancelled.

1. Signal Handling.

Signals are used in UNEX systems to notify a process that a particular event has oceurred. Now in when
a Multithreaded process receives a signal, to which thread it must be delivered? It can be delivered to all,

or a single thread,
3. fork() System Call.

fork() 15 a system call executed in the kemnel through which a process creates a copy of itself. Now the
problem in Multithreaded process is, it one thread forks, will the entire process be copied or not?

4. Security Issues because of extensive sharing of resources between multiple threads.

There are many other 18sues that you might face in a multithreaded process, but there are appropriate solutions
available for them. Pointing out some issues here was just to study both sides of the coin,

Q. Explain different types of file allocation and file access methods in os with an example.

The main idea behind allocation is effective utilization of file space and fast access of the files. There are three
types of allocation:

l. contiguous allocation
2. linked allocation

3. indexed allocation

In addition to storing the actual file data on the disk drive, the file system also stores metadata about the files:
the name of each file, when it was last edited, exactly where it is on the disk, and what parts of the disk are
"free”. Free arcas are not currently in use by the file data or the metadsta, and so available for storing new files,
{The places where this metadata is stored are often called "inodes™, "chunks”, "file allocation tables®, etc.)
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To keep track of the free space, the file system maintains a free-space list which tracks all the disk blocks which
are free. To create a file, the required space is reserved for the file and the corresponding space is removed from
the free list linked to cach other.

Contiguous allocation

With contiguous allecation, each file occupies contiguous blocks on the disk. The location of a file is defined by
the disk address of the first block and its length,

Dewecuory:

Gl stum  leegih
- -E | ¥
wnoe I3 7
faEl 12 4

A file allocated disk space using contiguous allocation method

Both sequential access and direct/Random access are supported by the contiguous allocation. We can say that it
supparts random access as using Disk Block Address we can jump directly on the required location.

The disadvantage of contiguous allocation is that it is often difficult to increase the size of a file as the next
contiguous block may not be free. Moreover, one is often not sure of the space required while creating a new
file, The various methods adopted to find space for a new file suffer from external fragmentation. Internal
fragmentation may exist in the last disk block of a file.

. Linked allocation

In linked allocation, each file is a linked list of disk blocks. The directory contains a pointer to the first and
{optionally the last) block of the file. For example, a file of 3 blocks which starts at block 4, might continne at
block 7, then block 16, block 10, and finally block 27. Each block contains a pointer to the next block and the
last block contains a NIL pointer. The value -1 may be used for NIL to differentiate it from block 0.

Example of a file which has been allocated disk space using linked allocation method.

With linked allocation, each directory entry has a pointer to the first disk block of the file. This pointer is
initialized to nil (the end-of-list pointer value) to signify an empty file. A write to a file removes the first free

5
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block and writes to that block, This new block is then linked to the end nf&u: ﬁl: Tu ﬂ:ad a file, the pointers are
Jjust followed from block to block.

There is no external fragmentation with linked allocation. Any free block can be used to satisfy a request.
MNotice also that there is no need to declare the size of a file when that file is created. A file can continue to grow
as long as there are free blocks. Linked allocation, does have disadvantages, however. The major problem is that

it is inefficient to support direct-access; it is effective only for sequential-acoess files. To find the block of

a file, it must start at the beginning of that file and follow the pointers until the block is reached. Note that
each access to a pointer requires a disk read.

. Indexed allocation
Linked allocation does not support random access of files, since each block can only be found from the

previous. Indexed allocation solves this problem by bringing all the pointers together into an index block. One
disk block is just used to store DBAs (disk block addresses) of a file.

a file allocated disk space using Indexed allocation Method
Every file 15 associated with its own index node. If a file is very large then one disk block may not be sufficient

. 1o hold all associated DBAs of that file. If a file is very small then some disk block space is wasted as DBAs are
less and a single disk block could still hold more DBAs.

This method solves the problem of fragmentation as the blocks can be stored in any location.
OR

QL. What is device driver & device controller? Explain the different types of buses and interfaces in
detail.

A device driver is a program that controls a particular type of device that is attached to your compuater, There
ar¢ device drivers for printers, displays, CD-ROM readers, diskette drives, and so on. When you buy an
operating system, many device drivers are built into the product. A device driver is a small piece of software
that tells the operating svstem and other software how to communicate with a piece of hardware.,

For example, printer drivers tell the operating system, and by extension whatever program you have the thing
¥ou want to print open in, exactly how to print information on the page

Sound card drivers are necessary so your operating system knows exactly how to translate the 1's and ' that

&
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comprise that MP3 file into audio signals that the sound can:l can uuq:un to your huadphnms or speakers.
Dreviee Controllers

Device drivers are software modules that can be plugged into an OS to handle a particular device. Operating
System takes help from device drivers to handle all 'O devices.

The Device Controller works like an interface between a device and a device driver. 140 units (Keyboard,

mouse, printer, etc.) typically consist of a mechanical component and an electronic component where electronic
component is called the device controller.

There is always a device controller and a device driver for each device to communicate with the Operating
'. Systems. A device controller may be able to handle multiple devices. As an interface its main task is to convert
scrial bit stream to block of bytes, perform érror correction as necessary.

Any device connected to the computer is connected by a plug and socket, and the socket is connected to a
device controller. Following is a model for connecting the CPU, memery, controllers, and 1/O devices where
CPU and device controllers all use a common bus for communication,

Types of Buses and interfaces in Computer Architecture

Inside computers, there are many internal components. In order for these components to communicate with each
other they make use of wires that are known as a ‘buas” .

A bus is a commeon pathway through which information flows from one computer component to another, This
pathway is used for communication purpose and it is established between two or more computer components.
We are going to check different computer bus architectures that are found in computers.

Different Types of Computer Buses
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The Computer Buses | Source

Functions of Buses in Computers

Summary of functions of buses in computers
1. Data sharing - All types of buses found in a computer transfer data between the computer peripherals
connected fo it,

The buses transfer or send daia in cither serial or parallel method of data transfer. This allows for the exchange
of 1, 2, 4 or even 8 bytes of data at a time. (A byte is a group of § bits). Buses are classificd depending on how
many bits they can move at the same time, which means that we have B-bit, 16-bit, 32-bit or even 64-bit buses.

2. Addressing - A bus has address lines, which maich those of the processor. This allows data to be sent to or
from specific memory locations.

3. Power - A bus supplies power to various peripherals connected to it

4. Timing - The bus provides a system elock signal to synchronize the peripherals attached to it with the rest of
the system.

The expansion bus facilitates casy connection of more or additional components and devices on a computer
guch as a TV card or sound card.

Bus Terminologies

Computers have two major types of buses:

1. System bus:- This is the bus that connects the CPU to main memory on the motherboard. The system bus is
also called the front-side bus, memory bus, local bus, or host bus,

2. A number of /O Buses, (10 is an acronym for input / output), connecting various peripheral devices to the
CPU. These devices connect to the system bus via a ‘bridge’ implemented in the processors chipset. Other
names for the 'O bus include “expansion bus®, "external bus™ or “host bus”,

Expansion Bus Types
These are some of the common expansion bus types that have ever been used in computers:

« I5A - Industry Standard Architecture
EISA - Extended Industry Standard Architecture

&




Swami Keshvanand Institute of Technology, Management &Gramothan,
Ramnagaria, Jagatpura, Jaipur-302017

Question Paper Solution
Branch : ...... IT..cisinrinsmnnnsan e SEHESIETS .. 0e. V... Bubjeet: ...... F i
Mid Term: 1

E“hmitte‘d B = = FEERAE I"ll'lisa!! i“ chu“dha! ! L e L L N L N Il ]

MCA = Micro Channel Architecture

VESA - Video Electronics Standards Association

PCI - Peripheral Component Interconnect

PCMCIA - Personal Computer Memory Card Industry Asseciation (Also called PC bus)
AGP - Accelerated Graphics Port

SCS1 - Small Computer Systems Interface.

E & ® = ® &

Q3. What is I:rﬂ;tu-g;rapl}r? Differentiate between symmefric and asymmefric encryption with an
example.

Ans. Cryplography is associated with the process of converting ordinary plain text into unintelligible
. text and vice-versa. It is a method of storing and transmitting data in a particular form so that only
those for whom it is intended can read and process it. Cryplography not only protects data from theft
or alteration, but can also be used for usar authentication,

£
Shgratiares
Al '
“ f—————rr
Sant to
Bolks

el
Message

. Dascription: Earlier cryplography was effectively synonymous with encryplion but nowadays
cryptography is mainly based on mathematical theory and computer science practice.

Modem cryptography concems with;
Confidentiality - Information cannot be understood by anyone
Integrity - Information cannot be altered.

MNon-repudiation - Sander cannot dany hisfher intentions in the transmission of the information at a
later stage
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Authentication - Sender and receiver can confirm each

Cryptography is used in many applications like banking transactions cards, computer passwords, and
- commerce transactions.

Three types of cryptographic technigues used in genaral,

1. Symmetric-key cryptography

2. Hash functions.
3. Public-key cryptography

Symmetric-key Cryptography: Both the sender and receiver share a single key. The sender uses
this key to encrypt plaintext and send the cipher text to the receiver. On the other side the receiver
applies the same key to decrypt the message and recover the plain text.

Public-Key Cryptography: This is the most revolutionary concept in the last 300-400 years. In
Public-Key Cryptography two related keys (public and private key) are used. Public key may be frealy
distributed, while its paired private key, remains a secret, The public key is used for encryption and for
q decryption private key is used.

Hash Functions: No key is used in this algorithm, A fixed-length hash value is computed as per the
plain text that makes it impossible for the contents of the plain text to be recovered. Hash functions
are also used by many operating systems to encrypt passwords.

What is RAID system structure? Explain the role of boot block, bad bock, and partition control block
management in Linux and windows os,

Ans. RAID (redundant array of independent disks)

RAID (redundant array of independent disks; originally redumdeant array of nexpensive disks) provides a way
of storing the same data in different places (thus, redundantly) on multiple hard disks (though not all RAID
levels provide redundancy). By placing data on multiple disks, mput/output (10) operations can overlap in a
balanced way, improving performance. Since multiple disks increase the mean time between failures (MTEE),

10
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storing data redundantly also inereases fauli tolerance.

RAID arrays appear to the operating system (0S) as a single logical hard disk, RAID employs the technique of
disk murroring or disk striping, which involves pariitioning each drive's storage space into units ranging from a
sector (512 bytes) up to several megabyvtes. The stripes of all the disks are interleaved and addressed in order.

In a single-user system where large records, such as medical or other scientific images, are stored, the stripes are
typically set up to be small (perhaps 512 bytes) so that a single record spans all disks and can be accessed
quickly by reading all disks at the same time.

In a multi-user system, better performance requires establishing a stripe wide enough to hold the typical or
. maximum size record. This allows overlapped disk IO across drives.

Standard RAID levels

RAID 0: This configuration has striping but no redundancy of data. It offers the best performance but no fault-
tolerance.

RAID O

Striping

BLOCK 1 BLOCK 2

BLOCK 3 BLOCK 4

BLOCK S BLOCK &
BLOCK 7 BLOCK 8

DISK1 DISK 2

RAID 1: Also known as disk mirroring, this configuration consists of at least two drives that duplicate the
storage of data. There is no striping. Read performance is improved since cither disk can be read at the same
time. Write performance is the same as for single disk storage.

11
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. RAID 1
Mirroring

BLOCK 1 BLOCK 1

BLOCK =& BLOCK =

. BLOCK 3  BLOCK 3

BLOCK <& BLOCK 4

DiIsK1 DISK =2

RAID 2: This configuration uses striping across disks with some disks storing error checking and correcting
{ECC) information. It has no advantage over RAID 3 and is no longer used,

BLOCHK Al

e =

& BARITY Y

BLOCH Wi BLOCK B4 ERaRrTY i

BLocK C1 Bl CF B I BLOWH Cal

CPaamy ! CPRRITY X

ek D1 Bl Buoex 07 O PR

BLOCK 03 Lo O

RAID 3: This technigue uses striping and dedicates one drive to storing parity information, The embedded ECC
information is used to detect errors. Data recovery is accomplished by calculating the exclusive OR (XOR) of
the information recorded on the other drives. Since an 1/0 operation addresses all drives at the same time, RAID
3 cannot overlap 1/0. For this reason, RATD 3 is best for single-user systems with long record applications.
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RAID 3
Parity on separate disk

BLOCK A1

BLOCK A9

DISK1

BLOCK A1

BLOCK B1

BLOCK C1

BLOCK D1

DISK O

BLOCK A3

BLOCK A2

B LU!: K AS
BLOCK B3
BLOCK B6

DISK 3

RAID 4

BLOCK CZ2

BLOCK D2

DISK 1 DISK 2

A-PARITY 11-51
PR RTTY (S0
B-PaFTY (53

B-PaAmTY (-6}

DISK 4

RAID 4: This level uses large stripes, which means you can read records from any single drive. This allows you
to use overlapped 1/0 for read operations. Since all write operations have to update the parity drive, no 'O
overlapping is possible. RAID 4 offers no advantage over RAID 5.

PO, - BT
BLOCK g-PARITY
BLOGK C-RaRImyY

BLOCK D-PARITY

RAID 5: This level is based on block-level stnping with parity. The parity information is striped across cach
drive, allowing the array to function even if one drive were to fail. The array’s architecture allows read and
write operations to span multiple drives. This résults in performance that is usually better than that of a single
drive, but not a5 high as that of a RAID 0 array. RAID 5 requircs at least three disks, but it is often
recommended to use at least five disks for performance reasons.

13
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RAID 5 arrays are generally considered to be a poor choice for use on write-intensive systems because of the
performance impact associated with writing parity information, When a disk does fail, it can take a long time to
rebuild a RAID 5 array. Performance is usually degraded during the rebuild time and the array is vulnerable 1o
an additional disk failure until the rebuild is complete.

RAID S

BLOCK A-PARITY

BLOCK A2

BLOCK A1

BLOCK A3

ELDICL;I‘{ B1 BLOEW B PARITY

BLOocK B2 BLockKB3

BLOCK C1 BLOCK c-PARITY BLOCK C2 BLOCK C3

BLOCK Dp BLOCK D2

BLOCK D3

DISKO DISK 2

DISK3

RAID 6: This technique is similar to RAID 5 but includes a second parity scheme that is distributed across the
drives in the amray. The use of additional parity allows the array to continue 1o function even if two disks fail
simultaneously. However, this extra protection comies at a cost. RAID 6 arrays have a higher cost per gigabyte
(GiB) and often have slower write performance than RAID § arrays.

RAID 6

BLoCck Al
BLOCHK B1

BLOCHK C1

BLOCHK Dp

BLOCK Eq

DISK O

Nested RALD levels

BLOCK AZ

BLOCK B2

BLOCK A3
ELE-GH Bp
BLOCH Ca
BLOCK D1
BLOCK E2

BLOCCH Ap

BLOCK Bqg

BLOCK C2

BLOoCK D2
BLOCK ES3

BLOCK Aq
|.1L{J{:H B-‘I-
BLOCK C3
BLOCK D3

BLOCK Ep

DISK 4

14
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Some RAID levels are referred to as nested RAID becouse they are based on a combination of RAID levels.
Here are some examples of nested RAID levels.

RAID 10 (RAID 1+0): Combining RAID | and RAID 0, this level is often referred to as RAID 10, which
offers higher performance than RAID | but at a much higher cost. In RAID 1+0, the data is mirrored and the
mirrors are siriped.

RAID 10 (RAID 1+0)
Stripe + Mirror
RAID O
RAID1 RAID 1

BLOCK 2 BLOCK 2

BLOCK 4 BLOCK 4
BLOCK 6 BLOCK 6

BLOCK B BLOCK B

DISK 1 DISK 2

RAID 01 (RAID 0+1): RAID 0+1 is very similar to RAID 140, except the data organization method is slightly
different. Rather than creating a mirror and then stripping the mirror, RAID (+1 creates a stripe set and then
mirrors the stripe set.

RAID 03 (RAID 0+3 also known as RAID 53 or RAID 5+3): This level uses striping (in RAID 0 style) for
RAID 3's virtual disk blocks. This offers higher performance than RAID 3, but at a much higher cost.

RALD 50 (RAID 5+0): This configuration combines RAID 5 distributed parity with EAID 0 striping to
improve RAID 5 performance without reducing data protection.

Mon-standard RAID levels

RAID 7: This RAID level is based on RAID 3 and RAID 4, but adds caching to the mix. It includes a real-time
embedded OS as a controller, caching via & high-speed bus and other characteristics of a standalone computer. It
is a non-standard, trademarked RAID level owned by the now defunct Storage Computer Corp.

Adaptive RAID: Adaptive RAID lets the RAID controller decide how to store the parity on the disks. It will
choose between RAID 3 and RAID 5, depending on which RAILD set type will perform better with the type of
data being written to the disks.
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RAID S {also known as Parity RATDY): This is an aliernate, proprictary method for striped parity RAID from
EMC Symmetrix that is no longer in use on current equipment. It appears to be similar to RAID 5 with some
performance enhancements, as well as the enhancements that come from having a high-speed disk eache on the

disk array, |
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